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Medical Uncertainty, Resource Limitations, 
and Physician Decision Making

(Written by Chris Behrens, M.D. and Chris Mathews, M.D.)

Introduction and Background

Physicians working in resource-limited settings frequently must make medical management decisions without diagnostic technologies that physicians in other settings take for granted. But one resource that should not be limited in any setting is the physician’s training in clinical reasoning. This skill builds upon the taking of a pertinent history, the performance of a physical examination, and the use of the cognitive processes inculcated by medical education to arrive at a plausible range of diagnoses and corresponding treatment options. Ideally, a physician would narrow the differential to a limited number of diagnostic possibilities, and would use diagnostic testing to arrive at a single unifying diagnosis. Every diagnostic process begins with uncertainty, and there are many cognitive errors that can lead to a wrong diagnosis—at the patient’s expense.

The field of evidence-based medicine (EBM) has been developed to train physicians in best practices for clinical reasoning and the use of available diagnostic and treatment modalities. In this brief summary, we will emphasize ways to avoid errors in clinical reasoning and how to use simple EBM concepts to ensure safer medical practice (Klein 2005; Straus, Richardson et al. 2005).

Avoiding Errors in Clinical Reasoning

The following principles are often cited to guide the clinical reasoning process:

(1) Occam’s Razor advises choosing the simplest hypothesis that explains a set of clinical findings. This is generally a sound principle, but there is an important caveat: In an immunocompromised patient, there may be more than one pathological process occurring at the same time in the same or in different organs.
(2) Sutton’s Law (named after a famous bank robber who explained that he robbed banks because “that’s where the money is”) suggests that a clinician consider common causes found in the local region for a patient’s symptoms before considering uncommon causes.
(3) Consider what could kill a patient rapidly, even if that diagnosis may be uncommon (this counterbalances Sutton’s Law).
(4) Avoid premature closure of your diagnostic process. This means that you should start out with a broad differential diagnosis and should not prematurely eliminate possibilities without sufficient evidence. 
(5) Don’t be overconfident. Seek reasons why your hypotheses may be wrong and consider alternative ones. Ask questions that would disprove as well as prove your current hypothesis.
(6) Just because a clinical presentation looks similar to or is representative of a particular illness does not prove that the symptom is due to that illness. Common diseases sometimes have uncommon presentations and uncommon diseases can sometimes look like very common ones.
(7) Remember that we tend to over-diagnose conditions that we have recently seen, especially those that were particularly dramatic or in which we made a mistake that we want to avoid in the future.
(8) Avoid illusory correlation. This means that just because two findings occur together, it doesn’t necessarily mean that one caused the other.
(9) Know what you don’t know. If you have a knowledge gap, admit it and seek the missing information (e.g., from a book, a consultant, from the internet).

(10) Plan your initial empiric or syndromic treatment so that you cover the most common causes and the most serious (life-threatening) possible causes.

Concepts of Evidence-Based Medicine

Concepts of evidence-based medicine include: 
(1) After you take a pertinent history and perform a physical examination, you will use your knowledge to create a relevant differential diagnosis ranked both by what could be common causes and what could be life-threatening causes.
(2) Assign an estimated quantitative probability (0–100%) to each potential diagnosis before you order any diagnostic tests. This process forces you to admit to yourself how confident you really are in your initial impressions. This is called “assigning the prior probability of disease.” It is called prior probability because it is before you order any tests.
(3) Order the best tests you have available in your setting to rule in or rule out a diagnosis you are considering. Very few tests in medicine are perfect. So a clinician must know how accurate a test is before interpreting a result. For example, how accurate is a single expectorated sputum to diagnose pulmonary tuberculosis in someone with a lung cavity? How accurate is this test in someone without a lung cavity?
(4) The accuracy of a test can be described by its sensitivity and specificity.

· Sensitivity is defined as the probability of a positive test among those who have a particular disease. If you perform a test that is highly sensitive for a particular disease and the result is negative, it is very unlikely that that disease is present; hence, the test has been helpful in ruling out the disease in question (the disease is now far less likely to be the correct diagnosis than it was before you ordered the test). 

· Specificity is defined as the probability of a negative test among those who do not have a particular disease. If you perform a test that is highly specific for a given disease test and the result is positive, it is now much more likely to be the correct diagnosis than it was before you ordered the test. In other words, the highly specific test has helped you to rule in the disease in question as the correct diagnosis.
(5) If you have assigned a prior probability to the diagnoses you are considering and know the sensitivity and specificity of the tests that have been performed, you can combine the information to make your diagnostic process more accurate—either increasing or decreasing the probability of the disease once the test results are known. This process is called “revising the prior probability,” and leads to the calculation of the predictive value of a test. The predictive value of a test is defined as the probability that a patient has a particular disease when a test result is positive (positive predictive value) or negative (negative predictive value). Application of the appropriate predictive value to the result of the diagnostic test for a given disease allows you to calculate the posttest probability—the revised probability that the patient has the disease, based on the results of your diagnostic testing.
(6) Fortunately, tools such as the nomogram below have been developed that incorporate these positive and negative predictive values. The busy clinician need only know the sensitivity and specificity of a test for a given disease to use the nomogram to translate a pretest probability into a posttest probability. To use the nomogram, you need to be able to combine the sensitivity and specificity into something called a likelihood ratio. A likelihood ratio for a positive test (LR+) is defined as [(sensitivity/(1 – specificity)]. Conceptually, the LR+ tells you how much more likely a test is to be positive in someone who has the disease compared to someone who does not have the disease. A good test has an LR+ greater than 1. A likelihood ratio for a negative test (LR-) is defined as [(1 – sensitivity)/specificity]. Conceptually, the LR– tells you how much less likely a test is to be negative in someone who has the disease compared to someone who does not have the disease. A good test has an LR– less than 1.
(7) The nomogram (Figure 1) below can be used to estimate the probability that a patient has a particular disease by drawing a line from the pretest probability (column 1) through the likelihood ratio (column 2) and extrapolating to the posttest probability of disease (column 3).
(8) We have included a table of likelihood ratios for some common tests (Table 1) so you can explore how your quantitative judgment of the probability of a disease before doing a test influences the posttest probability of the disease.

Table 1: Sensitivity, specificity, and likelihood ratios for selected diagnostic tests

	Disease
	Test
	Sensitivity
	Specificity
	LR for + test
	LR for - test

	Pulmonary tuberculosis; culture positive
	3 expectorated sputum smears (Wilkinson, Newman et al. 2000)
	70%
	96%
	17.5
	0.31

	
	Antibiotic trial to rule out pulmonary TB in smear negative suspects (Wilkinson, Newman et al. 2000)
	55%
	77%
	2.39
	0.58

	Tuberculous pleural effusion
	Pleural ADA (cut off 35 IU/L) (Sharma, Suresh et al. 2001)
	83.3
	66.6
	2.49
	0.25

	
	Pleural ADA (cut off 100 IU/L) (Sharma, Suresh et al. 2001)
	40
	100
	>400
	0.6

	Tuberculous meningitis
	CSF ADA (cut off 8.5 IU/L (Corral, Quereda et al. 2004)
	57
	87
	4.38
	0.49

	Tuberculous peritonitis
	Ascitic fluid ADA (cut off 30 IU/L) (Burgess, Swanepoel et al. 2001)
	94
	92
	11.75
	0.07

	Cryptococcal meningitis
	CSF India ink (Chen, Sorrell et al. 2000)
	72.6
	99
	72.6
	0.28

	
	CSF cryptococcal antigen (Antinori, Radice et al. 2005)
	94.1
	99
	94
	0.06

	
	Serum cryptococcal antigen (Asawavichienjinda, Sitthi-Amorn et al. 1999)
	91.4
	83.3
	5.47
	0.10


Figure 1: Nomogram for converting pretest probabilities to posttest probabilities when test results are expressed as likelihood ratios (source: ACP Medicine, 2006)
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